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Abstract: Developing alternative high dielectric constant (k) materials for use as gate dielectrics is essential
for continued advances in conventional inorganic CMOS and organic thin film transistors (OTFTs). Thicker
films of high-k materials suppress tunneling leakage currents while providing effective capacitances comparable
to those of thin films of lower-k materials. Self-assembled monolayers (SAMs) and multilayers offer attractive
options for alternative OTFT gate dielectrics. One class of materials, organosilane-based self-assembled
nanodielectrics (SANDs), has been shown to form robust films with excellent insulating and surface passivation
properties, enhancing both organic and inorganic TFT performance and lowering device operating voltages.
Since gate leakage current through the dielectric is one factor limiting continued TFT performance improvements,
we investigate here the current (voltage, temperature) (I (V,T)) transport characteristics of SAND types II (π-
conjugated layer) and III (σ-saturated + π-conjugated layers) in Si/native SiO2/SAND/Au metal-insulator-metal
(MIS) devices over the temperature range -60 to +100 °C. It is found that the location of the π-conjugated
layer with respect to the Si/SiO2 substrate surface in combination with a saturated alkylsilane tunneling barrier
is crucial in controlling the overall leakage current through the various SAND structures. For small applied voltages,
hopping transport dominates at all temperatures for the π-conjugated system (type II). However, for type III
SANDs, the σ- and π- monolayers dominate the transport in two different transport regimes: hopping between
+25 °C and +100 °C, and an apparent switch to tunneling for temperatures below 25 °C. The σ-saturated
alkylsilane tunneling barrier functions to reduce type III current leakage by blocking injected electrons, and by
enabling bulk-dominated (Poole-Frenkel) transport vs electrode-dominated (Schottky) transport in type II SANDs.
These observations provide insights for designing next-generation self-assembled gate dielectrics, since the
bulk-dominated transport resulting from combining σ- and π-layers should enable realization of gate dielectrics
with further enhanced performance.

Introduction

It is well-accepted that the SiO2 gate dielectric layer for sub-
0.1 µm MOSFETs (metal oxide semiconductor field effect
transistors) has a minimum practical thickness of ∼3 nm.1 Below
this limit, (gate) tunneling currents cannot be neglected since
they are as large as 10-3 A/cm2 at 1.0 V.2,3 For more than four
decades, the semiconductor industry has relied on manipulation
of poly-silicon and SiO2 thicknesses to achieve advances in
microprocessor performance every 24 months. It was not until
one year ago that computer chips (based on 45-nm CMOS
technology) incorporated a new gate stack, which for the first
time integrated a high-k oxide (HfO2) gate dielectric into CMOS
production. By utilizing a high-k dielectric, thicker dielectric
films and reduced gate tunneling leakage currents can be
achieved without reducing the effective capacitance of the gate
stack. The switch to new dielectric (and gate) materials has been
heralded as “the biggest change in transistor technology since

the late 1960’s”.4 However, as MOSFETs are scaled to even
smaller dimensions, the requisite reduction in dielectric thickness
has already led to increased leakage currents.5 For example, 9
nm of HfO2 deposited by atomic layer deposition (ALD) on
InGaAs at 250 °C exhibits J ≈ 10-5 A/cm2 at 2.0 V, which can
be reduced to 10-6 A/cm2 by surface passivation with H2S prior
to HfO2 deposition.6 In another example, 3.5 nm of HfO2

deposited by electron-beam evaporation at 150 °C on Si(100),
exhibits J ≈ 10-4 A/cm2 at 1.0 V.7 Leakage current values of
this magnitude are far too large for organic thin film transistor
(OTFT) applications, where typical device currents are on the
same order as these leakage currents (consult the literature8-14

for OTFT device operation and background information). For
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these reasons, the current industrial interest in alternative
dielectric materials presents an opportunity for the organic
dielectrics/electronics community, where the nanoscale fabrica-
tion of pristine films of self-assembled monolayers (SAMs) and
multilayers (SAMTs) is now well advanced.15-20

As an example, mono- and dithiols of saturated alkanes (and
their conjugated aromatic counterparts) form densely packed
and well-ordered domains of up to several hundred square
nanometers in dimensions on Au, Ag,21-24 Cu,25-27 Pd,19,28

and Pt29,30 substrates. In addition, n-alkanoic acids, phosphonic
acids, and organosilane molecules (RSiX3, with X ) Cl, OMe,
OEt) form SAMs on hydroxylated substrate surfaces such as
Si/SiO2, Al/Al2O3, and tin-doped indium oxide (ITO).31-33 Our
group has reported on the electrical properties of self-assembled
nanodielectrics (SANDs) in MIS (metal-insulator-semicon-
ductor) capacitors, and as gate dielectrics in OTFTs.34 Originally
we reported three types of SAND structures (I, II, and III),
each fabricated via a layer-by-layer solution phase self-assembly
of σ-π silane molecular precursors to form hybrid organic-
inorganic (SiO2) multilayers (Figure 1). Type II consists of
conjugated organic dye molecule (Stb) and SiO2 Cap layers,
while type III is built up of multiple monolayers of different
constituents in the following order: C8 alkyl + siloxane Cap
+ Stb π-dye + siloxane Cap. Note that type I consists of a C8
alkyl monolayer and a SiO2 Cap layer (bottom portion of III).

These specialized SAMTs exhibit excellent insulating and
dielectric properties including: large measured breakdown fields
(∼5-7 MVcm-1), large capacitances (Ci ) 400 (I); 710 (II);
390 (III) nF/cm2 at 102 Hz), low leakage currents (∼10-8-10-5

A/cm2 at 1 V), and enable low operating voltage p-type and
n-type OTFTs.34

An alternative semiconductor technology to Si/SiO2 has
focused on using III-V compound semiconductors such as
GaAs.35,36 However, the main obstacle to large-scale com-
mercialization has been the lack of compatible gate dielectrics
and electrical passivation layers for the efficient modulation of
the GaAs channel.6 We recently demonstrated an advance in
GaAs surface passivation, where GaAs metal-insulator-semicon-
ductor field-effect transistors (MISFETs) used SANDs as the
gate dielectric.37 Devices exhibited 10-5 A/cm2 gate leakage
current densities at ∼3 V, and very small (<80 mV) hysteresis
in capacitance-voltage scans.

These MISFET performance characteristics indicate few
interfacial traps upon surface modification with SANDs. Re-
cently, it was shown that the performance of GaAs junction
field effect transistors (JFETs) is also improved by incorporating
type I or III SANDs as gate dielectrics versus control devices
using 1-octadecanethiol (ODT) monolayers.38 The interfaces in
the GaAs/I and GaAs/III structures both contain an Alk layer
directly bound to the hydroxylated GaAs surface. However,
junction field effect transistors with type III exhibit superior
passivation (lower subthreshold slope) and negative threshold
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Figure 1. Chemical components of the SAND family illustrated in Si/
SiO2/SAND/Au MIS devices. SAND type I consists of two monolayers:
C8 and Cap, and similarly SAND type II consists of two monolayers: Stb
and Cap. SAND type III is composed of multiple monolayers in the
following order C8 + Cap + Stb + Cap. The thicknesses of types II and
III are measured by X-ray reflectivity (Figure S1), and the thickness of
types I was reported previously.34
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voltage (VT) shifts compared to devices with ODT or SAND
type I, which exhibit positive VT shifts. These improvements
were tentatively attributed to the fixed charges associated with
the negative I- counterions contained in the Stb molecular layer.
It was proposed that these fixed charges create a strong local
electric field oriented toward the underlying GaAs surface, which
is essential to enhance GaAs junction field effect transistor
performance.38 The results of these studies motivate the present
investigation of charge injection and leakage current transport
mechanisms through SAND types II and III dielectrics, enabling
the comparison of electron injection and transport through
nanoscopic π-conjugated vs σ-saturated gate dielectric systems.

In the transport/molecular electronics community, σ- vs
π-conduction pathway distinctions are important since it is
known that the smaller HOMO-LUMO gaps of π-conjugated
molecules (∼3 eV) enhance charge transport as compared to
the larger gaps of σ-saturated molecules (6-8 eV).39-43

Furthermore, from the tunneling model (eq 1a), the tunneling
decay parameter (�, eq 1b)44 for

J(d) ) Jo exp(-�d) (1a)

� ) 4π(2mφ)1/2

h
R (1b)

π-conjugated molecules is accepted to be 0.2-0.6 Å-1
, com-

pared to ∼0.6-1.2 Å-1 for σ-saturated molecules.45 Here J is
the leakage current density, Jo is the low field conductivity, d
is the thickness of the insulator (or SAM), φ is the tunneling
barrier, h is Planck’s constant, m is the electron mass, and R is
a unitless parameter describing the asymmetry of the potential
profile (R ) 1 for a rectangular barrier). The lower � values
for π-conjugated molecules indicate more efficient tunneling
due to π-orbital delocalization over the molecule.45-48 Further-
more, it is well documented that polar SAMs can tune the
electronic properties of their interfaces with semiconductors/
metals by shifting the surface potential/dipole,49-53 carrier
density,54-56 electron affinity,57-60 and work function.61-66 Due
to the inherent differences between σ- and π-type systems, it
has been suggested that extended π-conjugated molecules may
prefer hopping as the dominant transport mechanism rather than
tunneling.45,67,68 Note that charge transport in SAMs is very
sensitive to the nature of the contact, and thus the conduction
mechanism for SAMs grown on oxide surfaces is far less

understood than for SAMs on Au.69-71 As an example, one
recent study investigated transport in 3-aminoproplytrimethox-
ysilane SAMTs,72 and hopping was suggested to be the
dominant transport mechanism (rather than tunneling) on the
basis of the nonexponential thickness dependence of the current
density. However, the mechanism was not further investigated
with temperature-dependent I-V studies. Thus, as conjugated
SAM(T)s become more widely used in TFTs and other
devices,73 it is important to elucidate the influences of smaller
HOMO-LUMO gaps and larger dipole moments on transport
through SAM(T)s for insight into the design of next-generation
robust, molecular self-assembled gate dielectrics.51,74,75 In the
present investigation, the I(V,T) data are acquired and analyzed
for hopping vs tunneling transport at low voltages, and for
injection/emission transport at normal OFET operating voltages
(intermediate voltage range 2.0-3.0 V). Finally, the large
voltage SAND dielectric breakdown barriers are presented and
discussed. Instead of the common thickness dependent transition
between tunneling and hopping observed for single molecule
electronic junctions, it will be seen here that microstructural
differences between types II and III (π-conjugated layer vs
σ-saturated + π-conjugated layers, and the location of I-

counterion) largely determine the different operative conduction
mechanisms.

Experimental Methods

SAND films on heavily doped n+-Si substrates were fabricated
as reported previously.34 The thicknesses of type II and type III
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SAND films were determined by specular X-ray reflectivity76

measurements (Figure S1). The MIS devices were completed by
vapor deposition of patterned Au electrodes (50 nm thick, 10-7

Torr, 0.02 Å/s for the first 10 nm, then 0.3 Å/s up to 50 nm) through
a shadow mask with an electrode area of 200 × 200 µm2. Direct
current (I) as a function of voltage (V) was measured in the dark,
under vacuum (∼6 × 10-6 Torr), and over a wide temperature range
(-60 to +100 °C). Two-probe electrical I-V measurements were
performed with a Keithley 6430 Sub-Femtoamp remote source
meter operated by a local LABVIEW program. Triaxial and low
triboelectric noise coaxial cables were incorporated with the
Keithley remote source meter and Signatone (Gilroy, CA) probe
tip holders to minimize the noise level. The leakage current densities
(J, A/cm2) were measured with positive/negative polarity applied
to the Au electrode to ensure the n+-Si substrate was operated in
accumulation. Long delay times of 2-6 s were incorporated into
the source-delay-measure cycle to ensure that the source was
settled before recording currents.

The Heli-Tran Open Cycle cryostat and LT3B-110 coldend were
purchased from Advanced Research Systems (Macungie, PA) and
adapted to the high-vacuum chamber. Device substrates and the
silicon diode used to record the temperature were mounted on a
1.0 mm-thick sapphire crystal, attached to the cryostat sample stage
with indium. The temperature range used in this study was achieved
with liquid nitrogen as the cryogen, and the temperature was
controlled using a LakeShore (Westerville, OH) model 332 tem-
perature controller equipped with dual calibrated silicon diode
temperature sensors. The cold stage was partially covered with a
radiation shield to further control heat losses. Calibration of the
sample temperature was performed using a surface thermocouple
mounted on top of a clean Si substrate (attached to the coldend in
the same configuration as the SAND samples). The temperature of
the Si surface was recorded after 15 min to ensure thermal
equilibrium at each temperature step, and the temperature readings
were found to be in good agreement with the silicon diode mounted
on the coldend.

Theoretical Considerations

There is abundant literature on SAM conduction mecha-
nisms77-81 and charge transport;20,41,45-47,82-86 therefore, this
section focuses on some of the most discussed conduction
mechanisms.

1. Tunneling. Nonresonant tunneling (through space) is the
most common transport mechanism observed in saturated alkyl

SAMs.87-94 However, for π-conjugated molecular SAMs, near-
resonant tunneling through the molecular orbitals may also occur
due to the smaller HOMO-LUMO gap.70,95-97 The simplest
tunneling model assumes a finite potential barrier at the
metal-insulator interface and describes the finite probability
that electrons can travel a short distance into the SAM (or
insulator), despite the lack of available energy levels. This
process is given by the Simmons relation (eq 2), which is
expressed here in the simplest form (a rectangular barrier) to
emphasize the exponential dependence of the current density
(JDT) on the thickness (d) and barrier height (φ),20,41

JDT ) q2V

h2d
(2m*φ)1/2 exp(-4πd

h
(2m*φ)1/2) (2)

where q is the electron charge, V is the applied voltage, m* is
the effective electron mass in the dielectric, and the other terms
have been defined previously. For very large applied voltages
(V > φ), the barrier changes to a triangular shape, and the
tunneling current is given by the Fowler-Nordheim (F-N)
equation (eq 3).20,98-101

JFN ) q3E2

16π2pm*φFN

exp(-4√2m*
3qpE

(φFN)3/2) (3)

Here φFN is the tunneling barrier height, E is the electric field
(V/d), and m* is the effective electron mass. F-N emission
has the strongest dependence on the applied voltage but is
essentially independent of the temperature.

2. Hopping. Hopping refers to ohmic transport, which is
dominant for thicker layers at low fields and moderate temper-
atures. Simple hopping follows a classical Arrhenius relation
(eq 4),79,102

σ ) σ0 exp(-Ea

kT ) (4)

where σ is the conductivity (σ ) J/E, and E ) V/d), k is the
Boltzmann constant, and Eais the activation energy. McCreery
et al.41 associated hopping with nuclear motion (or molecular
reorganization), whereas Bässler et al.103-105 proposed that
hopping occurs among large defects or impurities. Whatever
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the origin of the hopping, it is observed much less frequently
in SAMs than is tunneling because the typical lengths of the
molecules investigated are seldom greater than ∼2 nm.90,106,107

Extensive theoretical work has been reported concerning the
tunnelingfhopping transition,82,108-114 and earlier data on some
organics115-118 and DNA119,120 have revealed a clear length-
dependent transition between tunneling and hopping conduction.
Recently, this transition was demonstrated in Au-molecule-
Au junctions, where the electrical resistance of oligophenyle-
neimine (OPI) molecules of various lengths was measured with
a conductive AFM tip.121 Hopping transport was found in OPI
molecules longer than 4 nm, while molecules <4 nm in length
exhibit nonresonant tunneling.

As the voltage range is increased above the low bias hopping
regime, different transport mechanisms may become
dominant.122,123 Since the energy distribution of electrons in
metals is given by the Fermi-Dirac distribution function, at
these intermediate voltages (and higher temperatures), a larger
fraction of the electrons will have sufficient energy to surmount
the energetic barrier presented by the SAM. Thermionic
(Schottky) emission (eq 5) assumes that an electron from the
contact can be injected into the dielectric once it has acquired
sufficient thermal energy to cross the potential maximum
resulting from the superposition of the external and the image-
charge potential.103,124,125 However, if the SAM has structural
imperfections or defect states, they can act as electron traps. In
this case, the thermally excited trapped electrons will contribute
to the current density according to Poole-Frenkel emission (eq
6)78 at high temperatures and intermediate voltages.20,98,126

JS ) A*T2 exp(-q(φS - √qE/4πεεo)

kT ) (5)

JPF ) Jo exp(-q(φPF - √qE/πεεo)

kT ) (6)

Often the exponents of eqs 5 and 6 are simplified by introducing
� parameters [�S ) (q3/4επ�ε)1/2 and �PF ) (q3/επ�ε)1/2], which
correspond to the slopes of the logarithmic plots of eqs 5 and
6.127 Both mechanisms result from Coulombic lowering of the
potential barrier under an applied electric field, and the two
processes have similar J(V,T) dependencies except the square
root in the exponential is 2× larger for Poole-Frenkel emission
compared to Schottky emission. Here, A* is the modified
Richardson’s constant (A* ) 120 A/cm2 ·K2),78,103 E is the
electric field (E ) V/d), Jo is the low-field conductivity () σoE),
φS and φPF are the Schottky and Poole-Frenkel barrier heights,
respectively, ε is the dielectric permittivity, ε� is the permittivity
of vacuum, and k the Boltzmann constant.79

Results

First, we investigate the low voltage transport mechanism
from the SAND I(V,T) data displayed in an Arrhenius format.
On the basis of these first observations, the remainder of the
results are organized into two different transport regimes: (i)
high temperatures >25 °C and (ii) low temperatures <25 °C.
First, the high temperature transport is analyzed over an
intermediate voltage range by using standard emission models,
followed by analysis of data in the large voltage, field-induced
tunneling regime. Second, the low-temperature I(V,T) data for
type III SANDs are examined using the Simmons equation for
tunneling. Finally, in the Discussion, we present a full compara-
tive analysis of the current leakage and dielectric breakdown
characteristics of the type II and III SANDs.

We first investigate the transport characteristics of SANDs
II and III in MIS devices as a function of temperature. For
nonbreakdown analysis (low voltages), the I-V traces of Si/
native SiO2/SAND/Au MIS devices were obtained over the
ranges (1.0 V for type II and (2.0 V for type III. It has been
suggested that hopping dominates transport through organo-
silane SAMs on Si/SiO2 substrates at low voltages.69,70 Figure
2 shows the temperature dependence of SAND II and III
resistance (determined from the slope of the I-V curve around
zero) plotted according to the standard Arrhenius equation (eq
4); see Supporting Information Figure S2 for an alternative
representation as R (Ω) vs T (K).

Figure 2 shows that the resistance (R) vs inverse temper-
ature (1/T) of type II and type III SANDs follow similar
trends at high temperatures, despite a priori expectations
based on the thicknesses: d(II) ) 3.2 nm is within the typical
range for tunneling, and d(III) ) 6.5 nm is within the typical
range for hopping. While thickness dependent tunneling to
hopping transport evolution is not observed within this
measurement range for SANDs, Figure 2 does reveal an
apparent temperature-dependent change in transport mech-
anism for type III. The nearly temperature independent
behavior observed in III over the low temperature range
(from -60 to -10 °C) implicates tunneling, whereas the
activated region over the high temperature range (from 25
to 100 °C) implies hopping. The activation energies deter-
mined via linear regression analysis are 0.13 ( 0.02 eV for
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type II and 0.27 ( 0.08 eV for type III. The activation energy
of III is ∼2× greater than that of II, indicating a larger
barrier for the hopping carriers and corresponding to lower
leakage current through the film. For a better understanding
of the transport differences we have also carefully examined
the voltage and electric field dependence of the I-V
characteristics. Considering the abrupt apparent change of
the transport mechanism around room temperature for type
III, the remaining results will be divided into two sections
corresponding to the low- (-60 to 10 °C) and high-
temperature (25-100 °C) regimes.

High-Temperature Transport Regime

The J-V curves of SAND types II and III were plotted
according to the expectations of several transport mecha-
nisms. Schottky injection and Poole-Frenkel emission
models were applied to both types of SANDs over the
intermediate voltage range (0.0-3.0 V). Since the emission
models depend on the permittivity (ε) of the entire dielectric
stack, we used the experimental MIS capacitance data
reported previously (710 nF/cm2 for type II and 390 nF/cm2

for type III)34 together with the thicknesses obtained from
X-ray reflectivity measurements (II, 3.2 nm; III, 6.5 nm,
Figure S1) in a parallel plate capacitor model (C ) εε�A/d)
to extract the ε’s of the entire II- and III-MIS capacitor
structures: ε ) 3.77 for II-MIS, and ε ) 3.53 for III-MIS
(note that the isolated Stb layer permittivity is much greater,
as discussed in previous publications34,128). Using these
values in eqs 5 and 6, the barrier heights (φS and φPF) were
varied using nonlinear reduced �2 analysis (Origin version
7) to obtain the optimum fit to the experimental data.
According to standard regression analysis criteria, an ac-
ceptable fit should have an R2 value greater than 0.95.129 This
criterionallowsdistinctionbetweenSchottkyandPoole-Frenkel
emission models in describing the experimental J-V data.
We find here that the Poole-Frenkel model does not
convincingly fit the experimental data (R2 ) 0.917) for type
II, and likewise the Schottky model is not the best fit (R2 )
0.968) to type III data. However, Figure 3A and B shows
that the best fit for type II is the Schottky model (eq 5, R2 )
0.985) and for type III, the Poole-Frenkel model (eq 6, R2

) 0.999). The deviation of the nonlinear fits from the
experimental data at large voltages (>2.0-2.5 V) strongly
suggests a change in mechanism (see Discussion below).

More information about transport mechanisms can be ob-
tained by analyzing the I(V,T) data sets in typical emission plots:
ln(I/T2) vs 1/T for Schottky emission (Figure 4) or ln(I/V) vs
1/T for Poole-Frenkel emission (Figure 5).

The physical parameters ε and φS (φPF) are extracted from
the plots in Figures 4B and 5B, where the high-temperature
slopes of [ln(I/T2) vs 1/T] (or [ln(I/V) vs 1/T]) are plotted
against V1/2. The thermal barriers φS (φPF) are determined
from the y intercept of the linear regression fit (Origin version
7) in Figures 4B and 5B, and the permittivities of the entire
M-SAND-Si stacks can be estimated by solving the �
parameter equation �S ) (q3/4επ�ε)1/2 (or �PF ) (q3/επ�ε)1/2)
for ε, where �S (�PF) is the slope of the linear line in Figure
4B (5B). For type II, the extracted Schottky barrier is φS )
0.499 ( 0.009 eV and the derived permittivity is ε ) 2.09
( 0.04. For type III, the extracted Poole-Frenkel barrier is
φPF ) 1.170 ( 0.022 eV and the derived permittivity ε )
1.92 ( 0.04. The parameters derived from the various fits
are summarized in Table 1 (see Discussion below). The
estimated permittivity values for the II-MIS and III-MIS
stacks are somewhat smaller than the measured values;
however, these values are not unphysical (as is sometimes
reported in other studies103,121,130). Note that when the
Poole-Frenkel model is applied to the data for type II, the(128) DiBenedetto, S. A.; Paci, I.; Facchetti, A.; Marks, T. J.; Ratner, M. A.

J. Phys. Chem. B 2006, 110, 22394.
(129) Freund, R. J.; Wilson, W. J. Regression Analysis: Statistical Modeling

of a Response Variable; Academic Press: San Diego, 1998. (130) Li, P.; Lu, T.-M. Phys. ReV. B 1991, 43, 14261.

Figure 2. Measurements of SAND electrical resistance in Si/native SiO2/
SAND/Au MIS capacitors, plotted in Arrhenius format for type II (blue
points) and type III (red points) SAND structures. Each point represents
the differential resistance in the range (0.3 and (0.6 V for types II and
III, respectively.

Figure 3. Semilog plots of SAND J-V data with emission model fitting.
(A) Experimental data for type II (blue points + line) with Schottky
emission fit (black solid line). (B) Experimental data for type III (red points
+ line) with Poole-Frenkel fit (black solid line).
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estimated permittivity is 0.38, and when the Schottky model
is applied to the data for type III, the estimated permittivity
is 9.32. Clearly these values are poorer matches to the
experimentally derived permittivity values for the entire Si/
SiO2/SAND/Au stack, and therefore the assignment of the
different emission mechanisms in types II and III (recall the
fits in Figures 3A and B) is supported by the reasonable
permittivity values obtained.130 The deviation of the data from
the linear fit at low voltages in Figures 4B and 5B is
characteristic of hopping transport, already shown in Figure
2.

The deviation of the data from the fits at large voltages in
Figures 3A and B is assignable to a change in mechanism to
field-induced emission121 (Fowler-Nordheim tunneling, eq
3). Each curve in the Fowler-Nordheim plots (Figure 6A
and B) was collected at a different temperature. For true
tunneling behavior, the curves should be indistinguishable
(no T dependence in eqs 2 or 3). Figure 6A and B show that
MIS devices of SAND types II and III exhibit typical Fowler-
Nordheim behavior at large voltages (to the left of the dashed
lines). At lower voltages (to the right of the dashed line) the
transport changes to the Schottky emission/hopping regimes
described above for type II. For SAND type III, the region
to the right of the dashed line corresponds to the Poole-
Frenkel emission mechanism. For SAND type II, the evolu-
tion to Schottky emission is gradual, whereas for type III
the change is more striking. The average Fowler-Nordheim
tunneling barriers (φFN) are derived from the slopes of linear
fits (Origin) to the data in the Fowler-Nordheim regions in

Figures 6A and B. For type II, φFN ) 0.65 ( 0.04 eV
(between 2.0 and 3.3 V), and for type III φFN ) 0.85 ( 0.01
eV (between 2.4 and 4.0 V). Additionally, low-voltage
tunneling is exhibited by the series of low-temperature I-V
scans for III (Figure 6B), but not for II (Figure 6A). This is
consistent with the results shown in Figure 2, and further
analysis of the low voltage tunneling observed in type III is
presented below.

Low-Temperature Transport Regime

The transition from tunneling to hopping/emission is
further evaluated by fitting the I-V scans of SAND type III
at each temperature according the Simmons model (eq 7).
The asymmetry of the I-V scans (Figure 7A) most likely
reflects the depletion layer in the n+-Si for negative applied

Figure 4. (A) Series of semilog plots of ln(I/T2) vs 1/T at biases between
0.45 and 1.0 V for SAND type II. (B) Plot of the slope of [ln(I/T2) vs 1/T]
vs V1/2. The thermal barrier height of the Si/SiO2/II/Au can be deduced
from the intercept of the straight line. Note that the units of the y axes are
meaningless but the values are arithmetically correct.

Figure 5. (A) Series of semilog plots of ln(I/V) vs 1/T at biases between
0.16 and 1.6 V for SAND type III. (B) Plot of the slope of [ln(I/V) vs 1/T]
vs V1/2. The thermal barrier height of the Si/SiO2/III/Au can be deduced
from the intercept of the straight line. Note that the units of the y axes are
meaningless but the values are arithmetically correct.

Table 1. Summary of the Derived Energetic Barriers (φ, [eV])
Associated with the Various Transport Processes for Si/SiO2/II/Au
and Si/SiO2/III/Au SAND-Based MIS Devices and the
Corresponding Temperature (T, [°C]) and Voltage (V, [V]) Rangea

II III

process T range (oC) φ (eV) V range (V) φ (eV) V range (V)

hopping (eq 4) 25-100 0.13 (0.30 0.27 (0.60
Schottky (eq 5) 25-100 0.50 0.3-1.0 NA NA
P-F (eq 6) 25-100 NA NA 1.17 0.6-3.0
F-N (eq 3) -60 to +100 0.65 2.0-3.3 0.85 2.4-4.0
Simmons (eq 7) -60 to +25 NA NA 1.42 0.0-2.0
hopping (eq 4) -60 to +25 0.12 (0.30 0.03 (0.60

a P-F ) Poole-Frenkel; F-N ) Fowler-Nordheim; NA ) not
applicable.
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voltages. Therefore, the tunneling model was fit to the
positive applied voltage region with the n+-Si in accumula-
tion, which corresponds to electron emission from the Si into
the SAND. The Simmons model (eq 7)44 was used to fit the
data, where m is the electron mass, p is the reduced Planck’s
constant, d is the thickness of the film, φB is the barrier height,
V is the applied voltage, and R is a unitless adjustable

J ) ( q

4π2pd2){(φB - qV
2 ) exp[-2(2m)1/2

p
R(φB - qV

2 )1/2
d] -

(φB - qV
2 ) exp[-2(2m)1/2

p
R(φB + qV

2 )1/2
d]} (7)

parameter that is introduced to modify the simple rectangular
barrier (R ) 1), or to account for an effective electron mass.
The I(V, T) data can be fit by adjusting the two parameters φB

and R in eq 7.
For type SAND III, the -60 °C I-V data can be fit using

φB ) 1.429 ( 0.008 eV and R ) 0.366 ( 0.003 (Figure 7A,
black dashed line). Note that the derived fitting parameters
φB and R for an n-CH3(CH2)11SH-derived SAM (C12)
measured in Au-SAM-Au nanopore junctions44 are very
similar (φB ) 1.42 eV and R ) 0.65) to those derived for
Si/SiO2/SAND-III/Au devices in the present study. The
similarity between the C12 and SAND type III fitting
parameters suggests that at low temperatures the SAND C8
layer constrains the transport to tunneling, and thus the
observation and extraction of tunneling parameters is ap-
propriate (see Discussion below). Each additional curve in
Figures 7A and B corresponds to a different temperature I-V
scan. Since tunneling is proposed as the low temperature
dominant mechanism, each curve measured between -60 and
∼10 °C should track the black dashed fit (without changing

the fitting parameters). Figure 7A shows that the entire series
of low temperature I-V scans for III adheres to the tunneling
model, whereas the series of high-temperature I-V scans
(Figure 7B) does not. The transition between tunneling to
hopping is very abrupt near 25 °C, as shown in Figure 2,
supporting the hypothesis that tunneling is the dominant
transport mechanism in type III SANDs at low temperatures.
Note that a Simmons model fit was also attempted for the
type II SAND data, however the series of I-V scans does
not track the model without changing the fitting parameters,
again suggesting that the predominant low temperature
transport process in type II is hopping (Figure 2). Using φB

and R in eq 2, the tunneling efficiency parameter � for type
III is estimated to be 1.793 Å-1. Such a large � value is
indicative of less efficient “through-space” tunneling, where
the SAND layer acts as a dielectric medium that modifies
the electron transport between the top and bottom elec-
trodes.45

Discussion

The observation of different charge conduction mechanisms
in SANDs having different structures doubtless reflects the
relative magnitudes of the various barriers, as well as the
temperature and voltage ranges under consideration. These
are compiled in Table 1. It has been demonstrated in OTFTs34

and in unconventional inorganic TFT devices utilizing
SANDs,131-135 that type III SAND is a superior insulator

(131) Hur, S.-H.; Yoon, M.-H.; Gaur, A.; Shim, M.; Facchetti, A.; Marks,
T. J.; Rogers, J. A. J. Am. Chem. Soc. 2005, 127, 13808.

Figure 6. (A) Series of Fowler-Nordheim plots for SAND type II. Each
line represents a different temperature shown by the legend on the right.
(B) Series of Fowler-Nordheim plots for SAND type III. Each line
represents a different temperature shown by the legend the right. Figure 7. Series of I-V scans collected over a temperature range compared

to the best fit of the Simmons model to the -60 °C data (black dashed
lines in both A and B). (A) Si/SiO2/III/Au over the range of -60 to -25
°C. (B) Si/SiO2/III/Au over the range of 25-100 °C.
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(as evidenced by lower J values, lower TFT VT’s, smaller
TFT hysteresis, etc.) than SAND types I or II. Here the aim
is to understand the results by analyzing the differences in
transport observed between SAND types II and III with
respect to the constituent structures, temperatures, and applied
voltage ranges. Figure 2 shows that transport in SAND type
III is dominated by two distinct mechanisms: hopping at
higher temperatures and tunneling at lower temperatures. The
structure of type III is composed of two distinctly different
molecular layers, σ-saturated C8 and π-conjugated Stb. On
the basis of the current understanding of charge transport
through saturated vs conjugated SAM(T)s in the molecular
electronics field (see the Introduction), it is physically
reasonable to assign the ambient temperature hopping
behavior to the π-conjugated Stb molecular constituent and
the tunneling behavior to the σ-saturated C8 constituent.
However, there is a clear transition (at low temperatures) to
a temperature-independent process for type III. Thus, the
major contributor to the leakage current in type III SAND
below 300 K is due to electrons with significant probability
of tunneling from the Si substrate through the C8, SiO2 Cap,
and Stb layers. This transition from high-temperature hopping
to low-temperature tunneling in π systems is standard
behavior in organic materials,113,115 and is predicted both
by formal models107,111 and by simple physical arguments
(the hopping requires activated injection). Considering the
multilayered structure of SAND type III (including two layers
of SiO2 Cap), it is not surprising that the � value estimated
here is so much greater than 1.0, as has been observed for
other molecular junctions that behave as a dielectric and
exhibit through-space tunneling.45,74,95,136

As the voltage is increased beyond the low bias hopping
regime, the transport mechanisms in types II and III SANDs
change (see Figure 8 below), and different thermal emission
models are applicable in describing the leakage currents, as
shown in Figures 3-6. This change in charge transport
mechanism is of interest because it occurs in the operating
voltage range for typical SAND-based TFT devices. For type
II, between 1.0 and 2.0 V, the current is thermally activated
for all temperatures and increases smoothly as the voltage is
increased. For type III, between ∼1.5 and 3.0 V, the high-
temperature (>25 °C) J-V curves are thermally activated but
the low temperature curves are not, as the current density
plots (Figure 8) are shallow and the shape of the J-V plots
changes as the voltage is increased. The results in Figures
3-6 collectively show that transport at moderate voltages
in the range of 1.0-3.0 V can be understood in terms of
electrode dominated Schottky emission for type II, and
Poole-Frenkel bulk dominated emission for type III. The
difference in transport between II and III SANDs is directly
correlated with the nanoscale structural differences: where
the density of negative charges associated with the Stb I-

counterion is located proximate to the n+-Si surface in type

II (∼1.0 nm above the surface from X-ray standing wave
measurements on similar systems137) but is separated from
the n+-Si surface by the C8 layer (and effectively located in
the bulk) in type III. The location of the charge density is
significant in determining the transport mechanism. For
typical ionic solids, such as BaTiO3, the energy of the surface
states isveryclose to theconduction/valencebandedges.130,138,139

This suggests that for ionic materials with significant density
of charges at the interface, occupation of the surface states
is essentially equivalent to occupation of the bands/molecular
orbitals, and therefore the surface states do not exhibit a
significant energy barrier to charge injection. Thus, the
contact between the Stb layer and n+-Si in type II is close
to an ohmic contact,130,140,141 and Schottky injection is
observed for type II, but not for type III because the C8/
n+-Si contact lacks the density of charges near the interface
and behaves as a tunneling barrier. Consequently, the derived
injection barrier for type II is smaller than for III (Table 1),
indicating that injection occurs more easily in type II. This
is intuitively reasonable from (i) the greater thickness of type

(132) Wang, L.; Yoon, M.-H.; Lu, G.; Facchetti, A.; Marks, T. J. Nat.
Mater. 2006, 5, 893.

(133) Ju, S.; Lee, K.; Janes, D. B.; Yoon, M.-H.; Facchetti, A.; Marks,
T. J. Nano Lett. 2005, 5, 2281.

(134) Ju, S.; Lee, K.; Janes, D. B.; Dwivedi, R. C.; Abffour-Awuah, H.;
Wilkins, R.; Yoon, M.-H.; Facchetti, A.; Marks, T. J. Appl. Phys.
Lett. 2006, 89, 073510.

(135) Ju, S.; Li, J.; Lui, J.; Chen, P.-C.; Ha, Y.-G.; Ishikawa, F.; Change,
H.; Zhou, C.; Facchetti, A.; Janes, D. B.; Marks, T. J. Nano Lett.
2008, 8, 997.

(136) Slowinski, K.; Chamberlain, R. V.; Miller, J.; Majda, M. J. Am. Chem.
Soc. 1997, 119, 11910.

(137) Lin, W.; Lee, T.-L.; Lyman, P. F.; Lee, J.; Bedzyk, M. J.; Marks,
T. J. J. Am. Chem. Soc. 1997, 119, 2205.

(138) Schockley, W. Phys. ReV. 1939, 56, 317.
(139) Song, J.-H.; Akiyama, T.; Freeman, A. J. Phys. ReV. B 2008, 77,

035332.
(140) Ratner, M. A. Mater. Today 2002, 5, 20.
(141) Lee, T.; Chen, N.-P.; Liu, J.; Andres, R. P.; Janes, D. B.; Chen, E. H.;
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Figure 8. Semilog J-V plots over the entire voltage range for (A) Si/
SiO2/II/Au MIS and (B) Si/SiO2/III/Au MIS devices. Each line represents
the temperature indicated by the legend, and the arrows indicate direction
of increasing temperature.
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III, (ii) the smaller homolumo gap of π-conjugated materials
compared to σ-saturated materials, and (iii) the larger J of
type II (∼10-6 A/cm2 at 1.0 V) compared to III (∼10-7

A/cm2 at 2.0 V, Figure 8). Thus, the bulk-dominated transport
observed in type III results from the combination of both σ-
and π-SAMs, exhibiting effective charge blockage that is
responsible for the lower leakage currents and enhanced TFT
performance.52,142 Note that these results also help to explain
the superior GaAs/GaAs oxide JFET performance when
SAND type III is used as the surface passivation layer
compared to alkyl σ-saturated SAMs (type I or ODT).38

As the voltage is increased to larger applied biases
(corresponding to E fields of ∼6 MV/cm), significant
quantum mechanical tunneling current (Fowler-Nordheim)
is observed in both SANDs II and III. This high-field stress
induces excess leakage current and dielectric breakdown.
Voltage induced dielectric breakdown results from a pre-
cipitous drop in the resistance of an electrical insulator,
although breakdown can also be induced thermally or by
mechanical failure.77 For SAND type II it is difficult to
distinguish the breakdown event at ∼3.2 V (∼6.8 MV/cm,
Figure 8) from the normal high current/voltage operation.
However for III, dielectric breakdown is distinguishable from
the Fowler-Nordheim tunneling region (3-4 V) by the rapid
spike of the current density at ∼4 V (5 MV/cm, Figure 8).
These breakdown values are within the range of that measured
for Si/SiO2/n-octadecyltrichlorosilane/Al (9.5 MV/cm)143 and
a Ag/C8-thiol bilayer/Au-coated AFM junction (5 mV/cm).144

However, it is known that the dielectric strength depends
not only on the conformational order of the dielectric, but
also on the thickness of the SAM and the nature of the
substrate-dielectric and dielectric-contact interfaces.92 For
example, breakdown strengths of ∼4-8 MV/cm (depending
on chain length) were measured for alkanethiols on Ag in
Ag/SAM/Hg junctions,145 whereas breakdown strengths as
large as 20 MV/cm have been reported for alkyl chains in
Au/SAM/Au-coated AFM144 and Si(111)/SAM/Pt-coated
AFM146 junctions, attesting to the sensitivity to the break-
down measurement methodology. Moreover, breakdown
strength can be surprisingly independent of molecular struc-
ture,145 since both σ-saturated and π-conjugated SAMs of
the same thicknesses have reported breakdown strengths of
4.0-4.5 MV/cm.147 Therefore, the larger breakdown strength
of type II compared to type III SANDs is most likely due
the location of the charges, which are stabilized139,148,149 near
the electrode in type II but are located in the bulk of type
III. Given that Fowler-Nordheim tunneling is observed at
the onset of breakdown in both SAND types, the breakdown
can be characterized by different electrical breakdown
mechanisms. The catastrophic breakdown event in type III
at 5 MV/cm can be classified as a ‘hard’ breakdown, whereas
the gradual and noisy breakdown in type II at ∼7 MV/cm is
indicative of a ‘soft’ breakdown (Figure 8).150,151 The
difference in breakdown mechanism is important for high

voltage applications where “graceful” failure (high reliability)
is desired because, in these applications, the dielectric is
repeatedly exposed to high-field stress.152,153

Conclusions

In summary, charge transport mechanisms in type II and
type III SANDs were characterized and analyzed in MIS
capacitors. It was found that the position of the Stb layer
with respect to the Si/SiO2 surface and the inclusion of a
tunneling barrier is crucial in controlling the overall leakage
currents of SAND structures. Table 1 summarizes the results
of the transport mechanism analysis and derived barriers in
this study. The first conclusion is that the energy barrier for
each transport process is lower for type II than for type III,
which is consistent with the leakage current datastype II
exhibits larger J values than type III. The next major
conclusion is that hopping is the dominant transport mech-
anism at room temperature in both types of SAND-MIS
devices. However, there are differences in the transport in
SANDs as the temperature and voltage are varieds(i) the
resistance as a function of temperature indicates two modes
of transport in type III but only a single mode in type II;
(ii) the Schottky emission model fits the data for type II,
while the Poole-Frenkel emission model best fits the data
for type III; (iii) the low-temperature J-V curves for type
III fit the Simmons tunneling model; and finally (iv) the field-
induced dielectric breakdown of type II is gradual, while
that of type III is abrupt. These observations can be partly
explained by the electronic differences of σ-saturated (C8)
and π-conjugated (Stb) layers at the interface of the injecting
electrode (Si/SiO2). The electrode-dominated transport (Schot-
tky emission) observed for type II appears to result from
the arrangement of Stb I- fixed charges and π-conjugated
system directly bound to the Si/SiO2 surface, since the same
Stb fixed charge is present in type III but is separated from
the surface by the saturated C8 SAM. Thus, the lower leakage
currents are a major advantage of type III and are reasonably
due to the C8 tunneling barrier and additional Cap layer.
These layers not only reduce the leakage current by blocking
injected electrons from the Si, but also shift the transport to
the bulk dominated transport regime (Poole-Frenkel). Thus,
future SAND-based gate dielectrics for high-performance,
low-voltage TFT applications should be designed to resemble
type III, which enables reduced leakage currents via the order
of the σ- and π-layers deposited on the bottom Si electrode,
and utilizes the large polarizability and dipole moment of
the π-conjugated Stb molecular constituent. However, device
applications requiring high-voltage and high-capacitance may
benefit from structures similar to type II, where a more
favorable breakdown mechanism and higher permittivity is
observed.
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